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Abstract: A proposed nonlinear method of sensors data coding allows to increase the useful capacity of the data transmission protocols for Wireless Sensor Networks in 3 – 5 times by the integration of sensors data with different digits capacity and reducing the transmissions number.
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1. INTRODUCTION

Wireless sensor networks (WSN) with the domain of scientific (theoretical and experimental) research are increasingly moving into the region of the practical use in various areas. WSN can capture information about the condition of physical environment, can perform the simple data processing and transmit them to the remote server. There are such tasks among the practical applications of the Wireless Sensor Networks technologies: water resources monitoring, glacier motion, forest fires, building and manufacture organization, “intelligent” measurements and increasing of the power consumption effectiveness, medicine and public health, sport medicine, patient care and patient monitoring [1].

Wireless Sensor Networks more often use the cluster tree topology in the tasks of monitoring (Fig.1) [1]. In this topology the neighboring nodes are the sources of information and the retransmitters of the data from another nodes simultaneously.

![Diagram of WSN topology](image)

**Fig. 1 – The structure of WSN**
As a rule the base station transmits data through the wireless communication channel (GSM channel) to the networked remote server.

It is shown in [2] that energy expenses for data transmission in WSN occupy about 70 percent of all expenses. Take into consideration that one bit transmission on radio channel (even ultralow power) is equivalent to the performance of thousand operations by the processor of wireless node [3]. So, the use of the data processing methods in wireless controller is promising. The proposed additional data processing in the nodes is less energy-intensive then redundant data transmission. Taking into account this fact as well as low data transfer rate in WSN (250 Kbit/s) a development of coding methods and effective data transmission protocols on increasing the useful bandwidth of communication channels is the actual issue.

The preliminary analysis has shown that WSN efficiency can be improved due to [4, 5]:
(i) The reduction of service data in network packet;
(ii) The redundancy elimination of measured sensors data.

The different methods are used for the sensors data redundancy decreasing. The mobile-agent based computing model can decrease the data volume in sensor networks using data redundancy elimination by determined methods [6, 7]. But such approach has a limited application area because of restriction on the network architecture, a distance between sensors and cluster core and etc. To eliminate the data redundancy authors [8] proposed to optimize the traffic using data decorrelation. However such technique can be implemented in data flows for close located nodes only where the same physical quantities are measuring, so it has a limited application.

The service data proportion can be improved in the packet's structure increasing a size of data field. However control and monitoring systems based on WSN technology are characterized by short length of information messages. For example a volume of sensor data in measurements of physical quantities (temperature, pressure, humidity, radiation background and etc) has 8-16 bits. To solve this problem the data from different nodes are integrated in one packet. The simplest method of the packets size increasing is data concatenation. If \( α = a_1 \ldots a_n \) and \( β = b_1 \ldots b_m \) words of alphabet \( A \), then concatenation of word \( A \) and word \( B \) will be the word \( γ \) of the same alphabet \( A: γ = α β = a_1 \ldots a_n b_1 \ldots b_m \) [9]. However existing methods of data concatenation work properly for sensor data with a same digit capacity only, its application for data with different digit capacity leads to the essential redundancy increasing.

In this work we are exploring the directions of network protocols improvement by means of increasing network packets size for sensors with different digit capacity.

1. THE EVALUATION OF WSN PROTOCOLS STRUCTURE

Let's explore the protocols of the IEEE 802.15.4 standard and protocol SimpliciTI of the Texas Instruments to determine the volume of control information in the structure of the WSN protocols. The standard IEEE 802.15.4 and ZigBee protocol stack are developed for the coordination of the equipment of different manufacturers and for the simplification of deploying WSN. ZigBee protocol stack is hierarchical model, which is built on the principle of OSI model that defines a networking framework for implementing protocols in seven layers (Open System Interconnection) [10].

ZigBee protocol stack includes layers of the IEEE 802.15.4 standard, the data-link layer, the network layer, application support sublayer and device profiles. The IEEE 802.15.4 standard defines the specifications of the physical layer (PHY) and sub layer the Media Access Control (MAC) for the low-rate wireless networks.

Physical layer (PHY) provides the data transmission service, performs channel selection and energy and signal management functions. The medium access control (MAC) layer manages access to the physical channel and network. It provides different access mechanisms to the physical channel. MAC layer supports "peer-to-peer", "star" and "cluster tree" topologies, secure data exchange, and streaming and batch communication. It also defines automatic confirmation of packets reception, provides data transmission in appointed time intervals and uses 128-bit keys to implement its security mechanisms, 16- and 64-bit addressing.

The SimpliciTI protocol, developed by the Texas Instruments is the alternative for the ZigBee protocol stack [11]. The SimpliciTI protocol is destined to the networks with the limited number of nodes and autonomous power supply. This protocol uses physical layer of radio access, elaborated by the Texas Instruments instead of IEEE.802.15.4. The transmitters and gateways, which are powered by electrical supply network are used for the increasing of distances for networks on the basis of SimpliciTI protocol. The implementation of SimpliciTI protocol requires minimum resources of microcontroller, so the system has low cost in comparison with systems, which used ZigBee protocol. The SimpliciTI protocol supports the transmission of packets with fixed and variable length. The maximum packet size
is 255 byte.

The useful network channel capacity means information rate [5]. The next factors have an influence on useful channel capacity: the interference, waiting of the transmission access, the interframe spaces, the service data units (packet header of MAC and physical layer), confirmation and retransmission of the frame. The size of service data units has most important influence on useful channel capacity in WSN.

The frame structures have been designed to keep the complexity to a minimum while at the same time making them sufficiently robust for transmission on a noisy channel. Each successive protocol layer adds to the structure with layer-specific headers and footers. This standard defines four frame structures [10]:

- a beacon frame, used by a coordinator to transmit beacons;
- a data frame, used for all transfers of data;
- an acknowledgment frame, used for confirming successful frame reception;
- a MAC command frame, used for handling all MAC peer entity control transfers.

Each packet transmitted in WSN contains the control information which is required for the safe data delivery and data processing. According to the IEEE 802.15.4, SimpliciTI service data unit consists of preamble sequence, start of frame delimiter, frame length, frame control, sequence number, addressing fields, and checksum (Fig. 2).

![Fig. 3 – Percentage of service data in the packet for IEEE 802.15.4 and SimpliciTI protocols](image)

For this we calculate maximum number of minimum length frames. According to IEEE 802.15.4 standard minimum frame length with preamble sequence is $L_1 = 27$ bytes or 216 bit, so if the transmission rate is equal to 250 Kbit/s it is necessary to 864 microseconds for it’s transmission, one bit transmission time is $t = 4$ microseconds. The maximum possible network bandwidth is equal to $m_1 = 1157$ frames [5].

According to IEEE 802.15.4 standard maximum frame length with preamble sequence is $L_2 = 127$ bytes or 1016 bit. The time of frame transmission is 4064 microseconds. So, the maximum possible network bandwidth is equal to $m_2 = 246$ frames. At the same time it is expedient to calculate useful capacity with the use of maximum length frames and minimum length frames.

For the minimum length frames with user’s data size $d_1 = 4$ bytes useful channel capacity is (Fig. 4):

$$C_1 = m_1 \cdot d_1 \cdot t = 37 \text{ Kbit/s}.$$ For the maximum length frames with user’s data size $d_2 = 104$ bytes useful channel capacity is: $C_2 = m_2 \cdot d_2 \cdot t = 204.7 \text{ Kbit/s}.$

![Fig. 4 – Dependence of useful channel capacity on data field size in frame of IEEE 802.15.4 standard protocol](image)

As follows from fig. 4 the useful channel capacity reduced to 5 times if we have minimum data area size in protocol structure.

The transmission of the packets with the maximum length of user’s data is more optimal.
because the percent of service data relative to user’s data considerably less than in packets with the minimum length. Consequently, useful channel capacity approximates to nominal value ~ 250 Kbit/s (see Fig.3).

3. THE PROPOSED APPROACH

The difference of the proposed method consists in representation of nodes data in residue number system (RNS) (bl. 1) and their transformation in positional number system (bl. 2). In the receiving site (server) inverse transformation of data (bl. 4) in RNS (bl. 5) is occurred (Fig. 5).

\[ p_i > a_{i_{max}}, \quad (2) \]

where \( a_{i_{max}} \) is max value of data.

The sensors data are united into packets by the formula [12]:

\[ A_{ij} = \sum_{t=1}^{n} a_{ij} \cdot B_{ij} (\bmod P_{ij}), \quad (3) \]

where \( a_{ij} \) – data of sensor, \( B_{ij} \) – orthogonal or bases, \( P_i = \prod_{t=1}^{n} p_t \), \( p_t \) – coprime numbers, \( n \) – a number of modules, \( i = 1, n \), \( j \) – level number.

\[ B_{ij} = \frac{P_i}{p_t} \cdot \delta_i = 1 (\bmod P_t), \quad (4) \]

where \( 0 < \delta_i < p_t \) – a weight of the orthogonal element.

In the blocks \( A_{12}, A_{13}, A_{n2} \), data \((a_1, \ldots, a_n)\) of upper level nodes associates according to the formula (3) (Fig. 6 a). In the block \( A_{13} \) data from the previous level (blocks \( A_{12}, A_{13}, A_{n2} \)) are associated and etc. As a result of multilevel coding we get message in weighted (number) system in which measured nodes data are represented.

Fig. 5 – Block diagram of proposed coding method

To explain details let’s assume that any positive integral number in RNS is represented by the set of smallest positive residues after this number above was divided on the fixed positive integers \( p_1, p_2, \ldots p_i, \ldots, p_n \), which are called as modules. Let’s designate the smallest positive residue from a division \( A \) on \( p_i \) as

\[ a_i = A \cdot \left\lfloor \frac{A}{p_i} \right\rfloor \cdot p_i, \quad (1) \]

where \( \left\lfloor \cdot \right\rfloor \) is rounding to smaller integer. Then a number \( A \) in RNS will be written down as:

\[ A = \{a_1, a_2, \ldots a_i, \ldots, a_n\}. \]

The coding concept is based on the following steps. The coprime modules are selected per each level according to a condition.
Decoding is running via a sequential operation residue of relevant modules:

\[ A_{ij-1} = A_j (\text{mod} P_{ij-1}) \]
\[ A_{ij-2} = A_{j-1} (\text{mod} P_{ij-2}) \]
\[ \ldots \]
\[ A_i = A_{i2} (\text{mod} P_i) \]

Let’s consider the example of the data integration of three nodes \( A_1, A_2, A_3 \) (Fig. 7). Let assume that nodes generate the information in the range: \( A_1 \in \{0, 6\}, A_2 \in \{0, 10\}, A_3 \in \{0, 12\} \), according to the condition (2) we choose coprime modulus: \( p_1 = 7, p_2 = 11, p_3 = 13 \) and the nodes value \( a_1 = 3, a_2 = 5, a_3 = 9 \). According to the formula \( 4 \) we calculate base numbers: \( B_1 = 715, B_2 = 364, B_3 = 924 \). The result of calculation for the \( A_{12} \) by formula \( 3 \) is equal to: \( a_{12} = 296 \). The value \( a_{12} \) is transmitted to server by communication channel.

4. THE ERROR DETECTION

The wireless networks are characterized by high bit error rate (BER) because of electromagnetic obstacles influence in comparison with cable network. For WSN the typical values of BER are equal to \( 10^{-4} \) to \( 10^{-6} \) [11].

In the IEEE 802.15.4 standard Cyclic Redundancy Check Codes are used for error detection. The polynomial \( G_{16}(x) = x^{16} + x^{12} + x^5 + 1 \) provides the detection of one-multiple error with probability 100%, another errors number – with probability \( P = (1 - 2^{-n}) \), where \( n \) is the number of digits of checksum [10].

In WSN after error detection data packet retransmission is executed. That is results to decrease of useful channel capacity and to increase of energy consumption.

We can increase useful channel capacity of wireless network by implementation of error-correcting codes. The use of error-correcting codes reduces the number of packet retransmissions, which were garbled. In the work the algorithms for the error detection and error correction on the basic of RNS correcting code is elaborated. In this algorithm correcting code of RNS with two check basis (see Fig. 7).

To investigate the RNS’s codes redundancy let’s consider a system with bases \( p_1, p_2, \ldots, p_n \) and a range \( M = p_1 \cdot p_2 \cdot \ldots \cdot p_n \), and call the range \( M \) as a working range. Moreover let’s introduce a basis \( p_{n+1} \), \( p_{n+2} \) which are coprime with any of the accepted basis and let’s present numbers in the system with basis \( n+1, n+2 \). It means that we will transfer numbers and make operations at numbers (which are located in a range \([0, M)\)) in wider range \([0, P)\) where \( P = M \cdot p_{n+1} \cdot p_{n+2} \). Error detection and correction occurs following algorithm (Fig. 8). After buses introduction (block 1) and message receiving (block 2) total range \( P = \prod_{i=1}^{n+2} p_i \) and operating range \( M = \prod_{i=1}^{n} p_i \) are calculated (block 3).
The orthonormal bases are calculated by the formula (4). In the block 5 (see Fig.8) a received message $A$ is compared with the operating range $M$: if $A < M$ so there is no errors in the received message, and calculations finish by the results output. In another case the serial calculation of the orthonormal bases is performed (block 7) and calculation of the number projection on every basis (block 8). Herewith number projection $A'_i$ is calculated by strikeout of the $A \ a_i$ digit. If the number projection $A'_i$ is greater than operating range $M$ (block 9), the next basis is verified (blocks 6 – 9), otherwise there is error on this basis, correction of which is performed in block 10 by the formula \[ a_i = \bar{a}_i + \left[ \frac{p_i(1+p_{n+1})}{p_{n+1}} - \frac{p_i}{\bar{a}_i} \right] \]

where $\bar{a}_i$ – is the value of erroneous digit; $\bar{A}$ – is received number projection.

After error correction (block 10) the results of processing come to the block 11.

Let’s consider an example of the use of extended modules system. For the data received from the blocks $A1$, $A2$, $A3$ we extend the range of data representation with the use of modules $p4$, $p5$ in the block $A_{12}$ (Fig.9) to provide opportunity of the error detection and error correction. In this case we obtain

\[ a_4 = a_{12} \text{ (mod } p_4) \]
\[ a_5 = a_{12} \text{ (mod } p_5) \]

Thereafter, the values $a_1, \ldots, a_5$ integrate according to the formula (3).

![Fig.9 – The integration of data with the correcting moduli](image)

In the receiving side (server) received data are checked for errors and their correction according to algorithm (see Fig.8). For the decoding, decoder must know moduli, which were used in coding process. So, data area of protocol contains data and the numbers of moduli $N, M_1 \ldots N, M_n$ (Fig.10).

![Fig.10 – The structure of data area of communications protocol](image)

The number of modulo is used for the identification of sensor, which transmits data.

As a result of received data repeated division on
coprime moduli RNS we obtain initial data of nodes.

It is known, that numerical system in residual classes gives opportunity of the use of singular noise combating code for correction of errors, which appear in communication channels in time of data transmission and in information system during data processing [11].

RNS codes universality is explained not only by high correcting potential and group error resistance, but adaptive changes of correcting characteristics without change of coding method.

5. THE EXPERIMENTAL RESEARCH

Let's consider the useful channel capacity when we use the RNS error-correcting codes with two check modules. For the maximum length frames (104 - 2 = 102 bytes, check modules occupy 2 bytes) the useful channel capacity is equal to \( C_p = m_2 \cdot (d_2 - 2) = 200.7 \) Kbit/s.

So, the use of the RNS error-correcting codes with two check modules provides error correction by any module and the useful channel capacity is 200 Kbit/s.

Let's calculate useful channel capacity for different error probability means:

\[
C_p = \frac{m \cdot L}{1 + p_b \cdot L'}
\]

where \( m \) — is the number of the frames per second; \( L \) — is the length of data area; \( p_b \) — is the error probability.

In the Fig. 11 the results of calculation of the useful channel capacity with different bit error probabilities are showed.

![Fig. 11 - Dependence of useful channel capacity on errors probability for the maximum data block size (104 bytes)](image)

Consequently, if the error probability in channel more than \( 10^{-5} \) the use of error-correcting codes, particularly RNS error-correcting codes, is expediency (see Fig. 10). If the error probability is \( 10^{-3} \) the useful channel capacity reduces in 2 times as shown in Fig. 10.

Thus the proposed approach allows reducing the overhead number as well as increasing the effective capacity of data transmission protocols significantly. Moreover we provide the errors detection and correction implementing data coding by RNS transformation.

Taking into account the results above we plan to explore in future the optimal size of data packet for which the network capacity will reach the maximum value at different levels of a noise.

6. CONCLUSIONS

A proposed multilevel nonlinear method of sensors data coding allows to increase the useful capacity of the data transmission protocols for Wireless Sensor Networks in 3 – 5 times by the integration of sensors data with different digits capacity and reducing the transmissions number.

The experimental researches of the useful channel capacity depending on bit error probability with the use of RNS error-correcting codes with two check modules confirmed that the error-correcting codes application is reasonable in a case if the bit error probability exceeds \( 10^{-5} \).
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